
                                                                                                             

                                                                                                      

                                                                                         

Formula-Supervised Sound Event Detection: Pre-Training Without Real Data 
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• We propose an effective pre-training method based on Formula-SED, 

audio data synthesized solely from mathematical formulas.

• Supervised pre-training significantly improved downstream accuracy.

Sound Event Detection (SED): 

Predict the time intervals in which specific acoustic events occur.

- Clip level weak label

- Timestamped strong label
High cost

Annotator’s subjectivity

Real data Copyright / Privacy

- Synthesize source signals by summing harmonic and inharmonic components and 

finally convolving reverberation (Spectral Modeling Synthesis). 
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- Gaussian processes are used to stochastically represent smoothness.

- Correlation between harmonic and inharmonic component are expressed by 

    ICM (Intrinsic Coregionalization Model) [1] 

- 21 synthesis parameters serve as 

ground-truth labels for pre-training. 

These capture short- and long-term 

sound changes crucial for SED.

- Continuous parameters are discretized 

based on predetermined thresholds.

- At each time step, these labels are 

represented as a multi-hot vector.

Automatic generation of 

Accurate (time & event label) 

and Unbiased labels 

Pre-training Dataset: 

• Audioset data w/ Strong labels (80k) [2]

• Formula-SED (ours) {50k, 100k, 1M}

Downstream Task: DCASE 2023, task 4 (DESED dataset)

Evaluation metrics: PSDS1, 2, Event-F1, Inersection-F1

- Downstream accuracy is improved by pre-training using the proposed dataset (Tab 1).

- For CRNN baseline, our pre-training method outperformed real but noisy AudioSet.

- The training curve shows our pre-training method speeds up fine-tuning convergence.

- In the baseline CRNN, accuracy improved monotonically with the increase in the pre-training data scale 

   (Tab 2). 

Quantitative ComparisonExperimental setting
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Table2. The impact of pre-training dataset size
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Pre-training Label Analysis
- Formula-SED consists of finite set of synthesis params.
- We investigate which audio parameters are crucial.

F0-related params Reverberation

5. Future work

Yuto Shibata : yuto071508@keio.jp

- Evaluate the effectiveness of our Formula-SED for various tasks beyond 

sound event detection.

- Investigate the relationship between label thresholds and downstream 

accuracy. 
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The overview of SED [5]
Large-scale pre-training with 

strong labels have not achieved.
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